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Can we develop an end-to-end method that directly 
learns legible motion from offline demonstrations? 
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• Implement a legibility classifier conditioned on 
continuous goal states

• Measure performance of diffusion models with guidance
• Run experiment on more complex tasks
• Directly evaluate how GLMM affects an observer's ability 

to predict the robot’s goal state

Training Dataset
• 280 multi-modal demonstrations of 

successful block lifts

Generative Algorithms Evaluated
• Variational Auto-Encoder (VAE)
• Goal Conditioned VAE (G-VAE)
• Generative Legible Motion Model 

(GLMM)

Independent Variables
• Success Rate
• Legibility

Legible Robot Motion [1] 
• Intent expressive
• Improved safety
• Faster task completion

Learning from Demonstrations [2] 
• Safe offline training
• Non-expert programming
• Highly scalable

All Demos

Legible Demos

100 Rollouts of Trained Agents

VAE
97% Success

G-VAE
93% Success

GLMM
86% Success

Evaluating Legibility [3]

Parallels to Image Generation

The implicit classifier guidance afforded by GLMM 
optimizes for legibility, but at the cost of success rate.

Guidance

Enhances class specific characteristics
Improves quality at the cost of diversity
Selects goal specific states
Improves legibility at the cost of success rate
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